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INTRODUCTION

Complex engineering problems can be modeled and solved byusing
one (or both) of the following approaches.

1. Engineering Analysis (Advanced Mathematics).
2. Numerical Analysis.

The first approach which is the classical one gives closed-formed solutions, while the second approach which is
the alternative one gives approximate solutions (see Figure 1.2). The selection of such an approach depends
mainly on the complexity of the problem and accuracy of the results. In fact, problems in modern engineering are
so complex that most of them cannot be solved by using the classical approach (i.e., mathematics). So, numerical
analysis approach has become one of the most powerful tools to solve many sophisticated problems.

-

Problem Definition

N l .
d )
’ > Mathematical Model [ w ,
[ ThEDI’Y (Geometry, Linear Algebra or D.E.) = Data )
e )
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| Solution : ' Solution :
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= - l B
Functions, Numeric
or Graphic Results
N l .
SIS . —
Figure 1.2
Implementation Schematic Diagram for the Classical Approach and
Alternative Approach in Solving Problems
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The Definition of Numerical Analysis *

What is numerical analysis? This is more than a philosophical question. A certain wrong answer has taken hold
among both outsiders to the field and insiders, distorting the image of a subject at the heart of the mathematical

sciences.
Here is the wrong answer:
Numerical analysis is the study of rounding errors.

Of course nobody believes or asserts the above definition quite as baldly as written. But consider the following
opening chapter headings from some standard numerical analysis texts:

lsaacson and Keller (1966): Norms, arithmetic, and well-posed computations.
Hamming (1971): Roundoff and function evaluation.

Dahlquist and Bjiirck (1974): Some general principles of numerical calculation
How to obtain and estimate accuracy.

Stoer and Bulirsch (1980): Error analysis.
Conte and de Boor (1980): Number systems and errors.
Atkinson (1987): Error: its sources, propagation, and analysis.
Kahaner, Moler and Nash (1989): Computer arithmetic and computational errors..

Webster's New Collegiate Dictionary (1973): "The study of quantitative approximations to the solutions of
mathematical problems including consideration of the errors

and bounds to the errors involved."

Chambers 20th Century Dictionary (1983): "The study of methods of approximation and their accuracy,
etc.”

The American Heritage Dictionary (1992): "The study of approximate solutions to mathematical
problems, taking into account the extent of possible errors."

Lloyd N. Trefethen, Department of Computer Numerical analysis is the study of algorithms for the problems
Science, Cornell University (1992) of continuous mathematics

Thus, there is no unique definition to the numerical analysis

1 Lloyd N. Trefethen, Department of Computer Science, Cornell University
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Chater 1
APPROXIMATION AND ERRORS

. Errors Definitions

The methods of numerical analysis are finite processes, and a numerical result is an approximate value of the
{unknown) exact value. So, numerical errors arise from the use of approximations to represent exact
mathematical operation and quantities.

It is worthwhile to mention that many applied engineering problem we cannot obtain analytical solutions (the
analytical solution is unknown). Therefore we cannot compute the error associated with numerica' methods
exactly,

If @ is an approximate value of a quantity whose exact value is a, then the difference
le| =ld-alore=d-a
Is called the absolute error of @ (or the error of @), hence
a = a+ € < Approximation=True Value + Error

Also, the relative error €, of d is defined by

€, = == = ——m— =
" a a True Value el

If |€| is much less than ||, then @ approaches a and

€] _ Absolute Error
@  Approximate Value

€

One can also introduce the quantity
y=a-4d=-¢ (The Correction)
thus
a = (¢ +y e True Volue = Approximation + Correction
Finally, an error bound for @ is a number ff such that,

ld—al < f, thatise < ff

Remark:

There are many sources of errors. The most important sources are; the accuracy of the mathematical model of the
physical situation, the arithmetic system and conditions we use to stop @ particular process.
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APPROXIMATION AND ERRORS

Round-off and Truncation Errors

The omission of the remaining significant figures is called round-off error
Round-off Error (Rounding)
11 11
3 ~ 3.666667 + € = |e| = 3.333334 x 1077 (? = 3.6666666666666666666666666666667 )

7~ 3.141593 + € = le| = 3.464100 X 1077 (m = 3.1415926535897932384626433832795)
e = 2718282 + € = le} = 1.715410 X 1077 (e = 2.7182818284590452353602874713527)

Truncation Error {Chopping)

11 11
3 ~ 3.666266 + ¢ = |e| = 6.666666 x 1077 (—-3— — 3.6666666666666666666666666666667)

7~ 3.141592 + € = le] = 6.535900 x 107 (7 = 3.1415926535897932384626433832795)
e~ 72718281 + € = |e| = 8.284590 x 1077 (e = 2.7182818234590452353602874713527)

L_,E\D-l 2.._&.4:;_”._"-" -,.._~1|..'-I: -du_.'.'l”'_::_n L;é-}ﬂ_ﬁ W, L._...____.*"E'Ill J.__g,l:;__j-‘* '-L:l_"'zL: ‘-‘1'.‘:"'“"‘\‘.! 'l._". {:.L:_‘x_ﬁsl ‘)”l [Ii__,;‘x__._:1 - E‘ _5""“:9"' _}‘"‘17:

. .LT‘;JAXHL.__I L__g...‘.l:‘s' Jr'..‘!.:n_.ln _}.1'_“1:1 ‘f\_é:xj )a le;;&”l l.__::‘}.'l:'. Tt A| E_‘L;_.::n"_: _}J' CJLLLH

[ Error
or True Error > = True Value - Approximate Value
| or Absolute Error
. - . . -
sl
:jt.____"._'.__f }.-‘:":E ;x_c.._:‘i_n - -1.:.#5_:.::-&: "'_A;__;.'il‘. L_‘L.__-ﬁ_:if::-:.y Wl 5:1

1.11-14:.1.'|' L}‘L‘\“ s\

3

:ﬁ_.;_}_!_'_?LALL_:ﬂ.jIlLf_E‘IJJ

] [rue Relative Error 1 ~ True Value - Aproximte Value (100 %)
J-. - — — JU o

101’ Absolute Relative Error True Value

o - - == W5 - -__.11 - Fa

-~
e a .. \ i all — - | i 1
gL ELE :;_\! “alll 4 313 all 4 _anill

— - '_,.L ,..-.-.--_}l__ '—’cﬁ:+

100% il siatall il Usall
’ ‘ .-. 'L 4 ."Tl i « 11 \ . [
A2tall Aaill \ T B sl Unall g

Approximate Relative Error (g, ) -
Pr esent Approximate — Previous Approximate (100 %)
e —— - ——— —— —— e —— —--—‘—-_ = - !rID
Present Approximate

5552 4naadl 3 ,kIL (Stopping Criterion) a8 gl b )5 ol

s S
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Chater 1
APPROXIMATION AND ERRORS
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RPN PRSP 5 VEQ ' IRt
: Analytic Error Ltash WUadl - LS5

Zds—aiyWl O Ea s cAslias Allaa LI ATl (b gas Jalas 8 aniy (g3N Unall ga

Aisea dag 35 Jad N ULl Hloizms L) LS 558080 ZE8al 35 00alt laxy La 150l ozl )

Al (Jueanl ac) ¢3S
: Computational Error bl Uasly - 205

32 3k (e Aale By gaan Anblieall ULVl 5ol
: Truncated Error (g shidl) - shaall Uasll (1

- -
30 39 . o
~-

A alesY A .. (Finite Process) 4 slee Jlagid oo 7500 Uasll g8,

(Infimite Process)

= d}:} |: !:; a ..-_‘.—--:E':', a )::i ( l I""‘l - [‘:S.:‘|: :d-\___!_)_lj_-z ‘_Jl_'j_l ‘_LL.LJ.L:.}'I L_}_';:L!__'I (_}—A"—L;::z‘—; \:_-l:'t_":'-.

> 5 T
. > p_ 5 -
SiN X=X — — 4 — — —— ¢ eee
3! St 7!
L Lﬁ._“ i_;:. L__t.LuL-.*...-]._‘J v 3 )ﬂ_l“-- A= A E.....;....-‘...u.':...n.“ :l:,; \I]II )1:1.;...;:.1_:' - EJ:LH l:l.h "}.‘n L_J:]L.I.J.LA {I,J-.. Al=d

i yaiall 4nd A5, jha (Fia (goaall JLlSEl fa iams alasmudy Jeall (JLISS ala 5 ccs il

o die lgaads lEEl o8 Joy ClEE) Ty 5 o8 Aa) 5l O samreis 32213
Aal Al g A oA\l
: Round-Off Error (w:,8l) - Hsaal Uasll (o

Cald slae) (W aall kel oSl pall Gl Tl genSH G o5 e Unall 13a o
: D Tolladll ZEIM 5 TTiel Tapsbe pe oSS 3y e O e

é =0333333=0333
3
L 124 . 0.524 1 0.52357124 4 < 3.1459 _W 3.1415926 s i i !
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Type Result Example
short Scaled fixed-point format with 5 digits 3.1416
oy Scaled fixed-point format with 15 digits for double and 7 for 3.14159265358979
single
Short e Floating-point format with 5 digits 3.1416e+000
long e Floating-point format with 15 digits for double and 7 for single ~ 3-141538265358979e+000
short g Best of fixed- or floating point format with 5 digits 3.1416
i s i Best of fixed- or floating point format with 15 digits for double = 3-14153263358979

short eng

Long eng

and 7 for single

Engineering format with at least 5 digits and a power that is
mulitiple of 3

Engineering format with at exactly 16 significant digits and a
power that is @ muitiple of 3 *

3.1416e+000

3.14159265358972e+000
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

1. Graphical Method

" Asimple method for obtaining an estimate of the root of the equation f(x) = 0 is to make a plot of the function
and observe where it crosses the x axis. This point, which represents the x value for which f(x) = 0, provides a
rough approximation of the root.

Example 3.1
Find the roots of the equation f(x) =x3 + x% — 3x — 3, within the interval [—2.5,2.5] by using graphical
methods (The closed-form solution is x = —1.732050808, 1.000000000, +1.732050808 ).
u b Fiﬂ:ir;‘: o , ; o :
Mo Lt Vew lwet Tock Deco Wecow teb . gt
Solution HaMs b " AOBEA 408 vl
e
-4
g R LTI T B TTRLIREe k
A e A 0 8, G e BTG e S, R ey
X f(x)
25 4875
X f(x) 225 257813 find x
25 4875 fix)=A3"3+A3"2-3*A3.3 : - |
9 1 . Q715 -0.04688 ;
A5 375 # 15 0375 \ :
1 ] ,u 1 125 0.359375 :
\ \ ]
05 1375 \ | - ) :
: P | 075 -0.60938 \
- | 05 1375 -
\

05 412 \ ~ 025 -220313 \

1 4 | 0 : —

15 1875 _ 025 -3EI88 | % | e o

2 3 e 05 4125 | | N | 2\

25 135, L\ | [ V™ 075  -4.26563 S \

o 125  -3.28438
15 -1875
175 0171875
9
225  6.703125
25 11375
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

2. Bisection Method (Interval Halving Method or Bracketing Method)

This simple (but slowly convergent method) is based on the intermediate value theorem for continuous functions.
if f(x) is real and continuous in the interval from a to b and f{a) and f(b) have opposite signs, that is,
f(a). f(b) < 0, then there is at least one real root between a and b. -

X+ Xg
X.. =
= 2
A |
Y f(xg)
P
]
|
E
|
]
I
Real Root Approximate E
Root ;
]
L
I
I
: x
! fa
Xm
Upper Subinterval |
f () b
i 2 P ) -
» b+a R
2

Algorithm: Bisection Method
1. Given a function f(x) real and continuous on an interval [a, b]and satisfying f(a). f(&) < 0.
let x; = aand xp = b.

2. Estimate the first approximate root

IL+xR
Xm — >

3. If f(x,,) = 0, then the root is x,,,, accept x,,, as a solution and terminate the computation. Else continue.

4. Repeat the following steps until termination:

a. ¥ f(x).f(x,) <0, the root lies in the lower subinterval. Therefore set xg = x,,. Else (i.e,
f(x;). f(x,n) > 0, and the root lies in upper subinterval) set x; = x,, continue.

b. Test for termination (Termination Criteria):

i, fjxEt—xh|<e¢ (e > 0, specified tolerance)
i. If|fn)l<a (@ > 0, specified tolerance)

iti. After N steps (N fixed)
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

example 3.2

Find the root of the equation f(x) = 23 + x% = 3x = 3, in the vicinity of 1, by using the Bisection Method. {Note:
Correct to three decimals, 3D)

Solution

f(1.000) = —4.000, —ve
f(1.500) = -1.875,-ve
f(2.000) = +3.000, +ve
Thena = 1.500 and b = 2,000, f(a = 1.5).f(b = 2) < 0 0K

1
Xm = '2‘(1'!. + xp)

1 1500 zooo -1875 73000

2 1.500 1.750 -1.875 0.172

3 1625 1.750 ~0.943 0.172

4 1,688 1750 ~0.409 0.172

5 1.719 1.750 ~0.125 0.172

6 1.719 1.734 ~0.125 0.022 . .

7 1.727 1.734 -0.052 0.022 1.731 -0.015
8 1731 1734 -0.015 0.022 1,732 0.004
9 1731 1732 ~0.015 0.004 1731 -0006
10 1.731 1.732 -0006  0.004 1732 -0001
11 1.732 1,732 ~0.001 0.004 1732 0.001

The root is 1. 732 because [xX = xi | =

Ans,
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

Example 3.3

Find the Intersection point between the function y; = x3 and y, = 1 - 3x by using the Bisection Method within
theinterval (-1, 1.5]. (Note: Correct to 60 and use € = 0.0006),

Solution

lety, =y, @ x3 =1-3x

sfx)=x*+3x-1=0,a=-1, b=15

f(-1) = -5 and f(1.5) = 6.875 and satisfying f(a).f(b) <0 0.K.

Let x; = a and x5 = b (Note: One can assume a = 0 because f(a = 0). f(b = 1.5) < 0)

reul=rr A T e wiialinlerale-inior—y=raris
Vel AR i e - iy atim & Vot RS T i T W W i) i Sl npdN Fe Vo U EirG it Ly o FPEET T RS o 2 3
L L S L e T o L T e T L s Y P R A S P { ST T AT o e PO RRAT  DE ya
e LRI T gk LR Ot E i H il : i Rak + | B b gy AP B | o L Lol ey i D ! ‘ . o ¥ a h 4 [
=i Yalt ta iag N (VAL e o ._;;. . Ly d.',;... Mo e g 1,4, 3. A 1B "_..' ' i K B A : ¥ I, s Lt A e e ¥ n+1" sl n ;
[ ¥ L N Ll ¥ L T " ¥ (1 ¥ [ ' i i 4 H s [ 1 _ L
i "y ; : T - L._.II_J Figit I":.-l_I ! . T -IlI i T sl s ._slﬂ Yo ;..' i L .I:'i_- -"I':”I-::iFli:' .; P i '. 1 ' 4 i 3 . --‘l h -, '_I. % M l..J-l.J.':l.. xm" " vt m :
-_n_._._- '.h'.‘i'- Pra tE [ ' e 1w .'."'_!%- i, I-_“:-ni#._ b ,'!-_l',, .:-l| .; n___. P :!!'Ial.r"‘i: ...1"' - i ,pﬁ';ﬂ"' -,"i""t !-_':5',- _,nl .'-_ "_._. " r .Jl_u Ei "|_ )_.__-:.- _,“' 1 4. ; Gy L g B 't,'i .'-.. :, '.-I.' ‘--'. o i 'u'_l
0'25

~1.000000 1500000 -5.000000 6.875000 0000 -0.234375 -

1

2 0250000
3 0250000
4 0.250000
5 0250000
6 0250000

12 0322021
13 0322021

1.500000
0.875000

0.562500
0.406250
0.328125

0.323242
0.322632

-0.234375
-0.234375
-0.234375
-0.234375
~0.234375

~0.000543
—(.000543

6.875000
2.294922
0.865479
0.285797
0.019703

0.003501
0.001479

0.875000
0.562500
0.406250
0.328125
0.289063

0.322632

10322327

2.294922
0.865479
0.285797
0.019703
-0.108659

0.001479
0.000468

0.625
0.3125
0.15625
0.07813
0.03906

0.00061
0.00031

Then the rootis 0.322327 because |x1¥ ~ x12| = 0.00031 < ¢,

and the intersection point is (x = 0.322327,y = 0.033488) Ans,
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SOLUTION OF NONLINEAR EQUATIONS

Example 3.4

Estimate the local maximum point of the equation y = 3 - %cos 2x,[0.17,0.87] by using the Bisection Method.
(Note: Correct to 3D).

Solution

let f(x) =y = sin2x

vassume a=0.10mr=0314 and b = 0.87 = 2.513.
f(a).f(b) <0 OK.

Letxy =aandxp =D

m = E(xl. + xp)

s s L0 flad e ) e e o Sl
0.314 2.513 0.588 -0.951 1.414 309
1.414 2.513 0.309 -0.951 1.963 -0.707
1.414 1.963 0.309 0.707 1.689 {.233

1
2
3
4 1414 1.689 0.309 -0.233 1551 0.039
5
6

1551 1,689 0039 0233 160 0.0
1551 1620 0039 009 1586  -0.029
0001 0002 Hibleiber  0.000

1.570 1572

Then the root is 1,571 because|f (x22)} = 0,
and the local maximum pointis (x = 1.571,y(1.571) = 3.500) Ans.
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

Example 3.5
Determine the roots of the quadratic equation y = Y+x-1=0, [-2,2] by using the Bisection Method. (Note:

Correct to 60 and N, ., = 5).

Solution
Assume that there are two roots (positive and negative) to be checked later.

letf(x) =y

1
= E(IL + xg)

For positive root, assume a=0and b =2 - f(a). f(b) <0 O,

L 0000000 2000000 L oooooo‘ ) 000000 1.000000 1i000000

2 0.000000  1.000000  -1.000000  1.000000 0500000  -0.250000
3 0.500000  1.000000  -0.250000  1.000000  0.750000  0.312500
4 0500000 0750000  -0.250000  0.312500  0.625000  0.015625
5 0.500000  0.625000  -0.250000  0.015625 IESRCHRGN o 171094

Then the positive root is 0. 562500 because Npay = S but & = —0.121094  Ans.

For negative root, assume a =-2and b=0- f(a).f(b) <0 O,

oom o w fE) feR) tm o f)

2000000 0000000 1000000  -1000000  -1000000  -1.000000
-2.000000  -1.000000 1000000  -1.000000  -1.500000  -0.250000
2000000  -1.500000 1000000  -0.250000  -1.750000  0.312500
1750000 -1500000 0312500  -0.250000  -1625000  0.015625
1625000 -1.500000  0.015625  -0.250000 ""#{5§2500% -0,121094

o
1 .
2
3
4

|

Then the negative root is —1. 562500 because Ny, = 5 but @ = —0,121094 Ans,
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

3. Newton’s Method (Newton-Raphson Method or Open Method)

This method is commonly used because of its simplicity and great speed. If the initial guess at the root is x,, 2
tangent can be extended from the point (xﬂ.f(xﬂ)). The point where this tangent crosses the x axis usually
_ represents an improved estimate of the root. This method can be derived geometricaily as foliows (see the figure

betow])
. W
tand = f'(x,) = ff,: 3 x1
I f (%)
Xo T (x) 1 0 F'(x)
Qr generally,
| o f(xw) ;
Xn+1 = Xn "" f, (xn): f (xn) *0
y { | i
.f(xo)lf!(xﬂ)
y = f(x)

Real Root '/ :
:;; 2 ' X
* S
x1 xﬂ

Approximate Roots

Algorithm: Newton’s Method

1. Given a function f(x) real and continuous and has a continuous derivative.
2. Given a starting value x,(initial guess).
3. Repeatthe followir{g steps until termination:

a. Compute f(xn),f'(xn) (if £'(x,) = 0 stop, pitfall}.

b. If f{x;) = 0, then the root is x,and terminate the computation. Else,

c. Compute Fle)
xﬂ+1 = x'ﬂ —f;(x )r
n

d. Test for termination (Termination Criteria):

b dE leihe

=k (e > 0, speciried tolerance)
i Fif(xp) = a (@ > 0, specified tolerance)

iii. After N steps (N, fixed)

16
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Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

Example 3.6

Find the positive solution of 2sinx = x by using Newton’s Method. {Assume x, = 2.000 and correct to three
decimals, 3D)

Solution

f(x)=x—2sinx=0
f'(x) =1-—2cosx

B Xp — 2Sin Xy,
1 = X T D cosx,
- Xn Xn+1 Uf (tns1)| Xn+t — Xn
0 2.000 1901 0.009 0.099
1] 1.901 1.896 0.000 0.005
2 1.896 1.895 0.000 0.001
3 1.895 1.895 0.000 0.000

The root is 1. 895 because |x3, — x} | = 0 and f(xp) =0 Ans.

(In this example both £{1.896) = 0 and £(1.895) = 0 but the more accurate solution is x = because if one uses
5D instead of 3D the two answers will be x; = 1.89551 and x, = 1.89549 and 4D will give x; = x, = 1.8955).

it is worthwhile to mention that the calculation in the above table was performed by a computer.
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SOLUTION OF NONLINEAR EQUATIONS

Example 3.8

Use the solution of Example 3.7 to find V2. (Assume x,, = 1 and correct to 6D)

Solution

let £ = 2

Ly 2
tnes =3 (%0 + 1)
n

n Xn41 f(Xneidl  Xna1— X
0 1.500000  0.250000  0.500000
1 1416667  0.006944  0.083333
2 1414216  0.000006  0.002451
3 1414214  0.000000  0.000002
4 1414214 0.000000 _ 0:000000

Then the root is 1. 414214 because|f(x3 )l = 0 and |x5 — x| = 0,

Example 3.9
Estimate the intersection points of the functions y; = —0.4x2 and y, = 5 sin x by using Newton’s Method. (Use

—8,-3,1,2 and 8 as starting points, correct to six decimals).

- -

Solution
f(x) = 0.4x* + 5sinx (Let y; = y5)
- f'{x)=08x+ Scosx
0.4x2% + 5sinx,
et = T G 8x + 5c08 X,
X, =—8 Xg = —3 Xo =1 Xo = 2 . Xo =8
= Xn+1 |f (Xas )] Xn+1 [f (xnan)l Xn+1 |f Cena o | *n+1 |f (x“+_1)|- Xner S (x‘rt+1)|
0| _510232 15.03815 | —2-606202 0.166031 | —0.315819 —1.513078 1478563 91.43097 | 2.614933 5.248392
1| 1792022 6162683 | —2:580200 0001145 | 0020416  0.102242 | 4406014 2.998018 | 4.967936  5.034528
21 _165226 112.8365 | =2:580018 0.000000 | 0.000030 0000152 | 5919484 4.510789 | 4.006822 2.615629
3| —974512 3956136 | =2.280018 0.000000 | 0.000000 0000000 | 4694275 3.815309 | 74.94515 2244.5217¢
4| —6.59074 15.8615 0.000000  0.000000 | 3653223 2.890418 | 40.12027 647.15287¢
S | 2468136 241.4867 5.664426 9.934165 | 17.28385 114.49258:
61 147208 9085314 4509899 3.237832 | 9.018727 34.509897
7| 4649881 3.658321 3.265716 3.646935 | —-4.14524 11.090373
813576293  3.010256 4818291 4314383 | —-2.29757 —1.625104
7| 5374591 7.611287 3.833981 2.687877 | ~2.61249 0.206227
10} 4342404 2.880925 7.273655 2534385 | —2.5803  0.001746
: 3 5 3 -2.58002 0.000000
n=43 n=43 n=>53 n=253
0.000000  0.000000 —2.580018 0.000000 | —2.58002  0.000000
nrr n=44 n =54 n =54
0.000000 ~2.580018 0.000000

0.0 0

18
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Example 3.10

The vertical stress increment due to an infinite strip load is shown as follows .

P
Ag, = = [a + sina cos{a + 28)]

Determine the value of the angle a if P = 100 Ib/ft, § = m/4 and Ag, = 10 lb/ft2, using the Newton’s Methogd
. {Note: Correct to four decimals).

Solution

Substitute P=100 Ib/ft, 6=rt/4 and A0, =10 ib/ft’ into the stress equation as follows

100 21 \ ig
0=—]a+ sinrxcos(a +—-—-)] = 10t = 100 |a + sina cos (cr +—)]
T 4 )
and
cos(a + n/2) = —sina then
10m = 100[a + sin a(— sin @)} = 10w = 100[a — sin’ a]
of

f(a) = 100{a — sin®a] — 10w =0 (the equation)
f'(a) = 100[1 — 2sina cos a] {the derivative)
then

100{a, — sin? a,] — 10n
100[1 — 2 sin @, €OS @y, ]

lrI1r1+:l = IIn

Let a, = 0.0000

The value of the angle a is 1.1391 because [f(ag)| = 0 Ans.

19

n Qnt1 Error = |f(@ns1)l

= BOOO -
0 03142 —9.5492 ——
1  0.5458 —3.7825 S
2 0.8817 —2.8167 5000 -
3 2.4059 164.1389 Error 4000 |

(%)
4 15832 26.9180 3000
5  1.3205 6.7699 2000 -
6  1.1903 1.4078 MR 1
0 L 4 & )
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4. False Position Method (Regula Falsi or Linear Interpolation Method)

In this method one can approximate the curve of f(x) by a chord for solving f(x) = 0 as shown in the figure
below

fp) = f(x)  flxp) =0
Xg — X B Xg — X,

xpf(xg) — x f(xg) — xpf(x) + xef(xy) = xgf(xg) — x,.f (xg)

X If(x,) — f(xg)] = xpf(xy) — 2, f(xp)

Or

= (f(xg) — f () ) (zr = xc) = f(x) (xz —x)

L X fGxm) = xp f(1)
©T T f R~ f(x)

f(xr)

Approximate Roots, x,.

Real Root

Algorithm: False Position Method
1. Given a function f(x} real and continuous on an interval [a, bland satisfying f(a). F(b) < 0.
Let X =4 and Xp = b

2. Estimate the first approximate rgot
‘. = X, f(xp) — xg fx)
¢ flxg) — flx,)

3. If f(x;) = 0, then the root is x,y,, accept x,,, as a solution and terminate the computation. Else continue.
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4. Repeat the following steps until termination:

a. If f(x). f(x,,) <0, the root lies in the lower subinterval. Therefore set xz = Xn. Else (i.e.,
flxy). f(x,) > 0, and the root lies in upper subinterval) set x, = x;,, continue.

b. Test for termination (Termination Criteria):

i gt —xnl <€ (e > 0, specified tolerance)
i, if|fxp)l = , (a > 0, :pecified tolerance)
iii. After N steps | (N fixed)

Example 3.11
Find the local maximum point of the function y = 1 —cosx — e*,[~5,0] by using the Faise Position Method.

(Note: Correct to 40).

Solution

[_Etf(x):y’=sinx—ex wbgs JMJ' LS'BLU.ULG_LQ_?C[J'_\JI k_g.x.:.ul
~assume a=—-5andb = 0. swohbwl| dd=ell dbaill wglball HV izl
f{a).f(b) <00.K.

Letx; =aand xp = b
. fxp) —xp f(x)
‘ flxg) — f(x.'..)

n ' .xL | Lk . qu : .. | f(;);L'tha ., '.:q 'J' ;‘- : : 'l.x-.c‘ ' " f (x‘:) ;
1 —5.0000 0.0000 0.9522 —1.0000 —2.5612 —0.6255
2 -5.0000 —2.5612 0.9522 —0.6255 —3.5282 0.3476
3 —-3.5282 —-2.5612 0.3476 —0.6255 —3.1827 —0.0003
4 —3.5282 —3.1827 0.3476 —0.0003 -3.1831 0.0000
Then the root is —3. 1831 because|f (x,)| = 0.0000,
and the local maximum point is (x = —3.1831,y(—3.1831) = 1.9577) Ans.
2.5 ¢ ¥

y=1-—cosx—e”*
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{Note: Use six decimals and € = 0.000008)

Solution

leta = —2 and b = 0 (negative root)

f(a). f(b) < 0 OK.

"Letx; =aandxg=D>b

X flxg) — xp f(x1)

Almustsfs University College

3 _3x+1, [-2,1.5], using the False-Position Method.

viually wludl gy 8yiadl 3l
lll jizll Lglhall o)

X- =
‘ flxp) — fxy
n 9} XR f{x) f(xg) Xc f(xe) 1 Xper— X4l
1 —2.000000 0.000000 —1.000000 1.000000 —1.000000 3.000000 -
2 —-2.000000 —1.000000 ~—1.000000 3.000000 —1.750000 0.8%90625 0.750000
3 —2.000000 ~1.750000 —1.000000 0.890625 —1.867769 0.087484 0.117769
4 —~2.000000 ~1.867769 —1.000000 (.087484 —1.878406 0.007432 0.010638
5 —2.000000 —1.878406 —1.000000 0.007432 —1.879303 0.000623 0.000897
6 —2.000000 ~1.879303 —1.000000 0.000623 -—1.879378 -0.00005Z2 0.000075
7 —2.000000 —1.879378 —1.000000 0.000052 —1.879385 0.000004  0.000006
The - ve rootis —1.879385 because |x; — x4] < € Ans.
35 |2 y=x3-3x+1
X
1 /15 20

"~ Example 3.13

Find the local max./min. points of the equation y =

Lo
un
-~

4

4

3x?
2

False-Position Method. (Note: Use six decimals and a = 0.000005)

Solution
_ x?  3x? P .
Y=g T3 7

fx) =y =x*-3x+1=0

Leta =

f(a). f(b) < 0 OK.

Letx; =aandxp =0

0 and b = 1.5 (for positive root)

22
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sobie ddzo dhndi 4V wizgally yanll Gu
_xp f(xg) — xp f(xL)

e
‘ flxg) — f(xy

n Xy XR flx) f(xr) Xc f (e
1 0.000000 1.500000 1.000000 —0.125000 1.333333 0.629630
2 0.000000 1.333333 1.000000 —0.629630 0.818182 0.906837
3 0.000000 0.818182 1.000000 —0.906837 0.429078 0.208237
4 G.0G0000 0.429078 - 1.000000 —-0.208237 0.355127 0.020595
5 0.600000 0.355127 1.040000 —0.020595 0.347961 0.001753
6 0.000000 .347961 1.000000 —0.001753 0.347352 0.000147
7 0.000000 0.347352  1.000000 -0.000147  0.347301  0.000012
8 0.000000 0.347301 1.000000 —0.000012  0.347297 - 0.000G01..

The +ve root is 0.347297 because |f(x2)| = 0.000001 < a = 0.000005

The maximum pointisx = 0.347297 and y = f(0.347297 ) = —0.82999 Ans.

leta = —3 and b = 0 (for negative root)

f(a). f(b) < 0 0.K.

Letx; =aandxp=0b

o, el f{xr) — xp f(x1)
‘ fxg) — f(xL)

n Xy Xg fx) f(xz) Xc |f Cxe)l
1 —3.000000 0.000000 -—17.000000 1.000000 ~0.166667 1.495370
2 —-3.000000 ~0.166667 —17.000000 1.495370 —-0.395745 2.125255
3 —3.000000 —0.395745 -—-17.000000 2.125255 -0.685137 2.733799
4 —-3.000000 -0.685137 -—17.000000 2.733799  -—1.005824 2.999898
S —3.000000 —-1.005824 —17.000000 2.999898 —1.304942 2.692675
6 —3.000000 —-1.304942 -17.000000 2.692675 —1.536715 1981202
26 —3.000000 ~1.879384 —17.000000 0.000006 —1.879385 O.UOGQDS

The —ve root is —1. 879385 because |f(x2°}{ = 0.000003 < a = 0.000005

The minimum pointis x = —1.879385 and y = f(—1.879385) = —~5.058606 Ans.

100 ¢
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5. Fixed-Point Method {x = g(x) Method)
One can transform the equation f{x) = 0 algebraically into the form x = g(x)

Also, one can choose an arbitrary x, and compute a sequence X,, X1, Xz, , X from the relation

Xn+i = g(xn)

This method is problem dependent. That is, g(x) depends on the function f(x). The solution path is shown in the
figure below. This figure shows a graphical depiction of convergence or divergence for various g(x)} and various

starting points x,.
Note: An iteration process x, = g{x,) is said to be convergent for an x, if the corresponding sequence
Xg, X1, X2, "t , X CONVErgent.

y A y 4 _
Convergence
(Spiral or Oscillating Pattern)

Convergence
{(Monotone Pattern)

*-._._....__

y A y = g(x)

Divergence
(Monotone Pattern)

Divergence
(Spiral or
Osciliating

Y=
&
Y

24
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Algorithm: x = g(x) Method
1. Given a function f(x) real and continuous.
2. Transform f(x)to x = g(x) algebraically
3. Given a starting value x,(initial guess).
4. Repeat the following steps until termination:
a. If f(x,) =0,thenthe rootis i‘nand terminate the computation. Else,

b. Compute

Xn+1 = G(Xn),

c. Test for termination (Termination Criteria):

i If|xltl — xRl <€ {€ > 0, specified tolerance)
i. fif(xm)l < a {a > 0, specified tolerance)
iii. After N steps {N, fixed)

Example 3.14

Determine approximate values of the roots of the equation f(x) = x? — 3x + 1 = 0, by using x = g(x) Method.
(Correct to 3D).

Solution

1. Let3x=x2+1:¢x=§(x2+1)

1
Frs = 5 (22 +1) = g,(x)

Assume x, = 1.000
n 0 1 2 3 4 5 6
Xn41 | 0.667 0.481 0.411 0.390 0.384 0.382 0.382

The 1% positive root is 0. 382 because |xg — x<| = 0.

Assume x, = 2.000

n 0 1 2 3 4 5 8 9
Xnyy | 1.667 1.259 0.862 0.581 0.446 0.400 0.382 0.382

The same positive rcot 0. 382 with 9 iterations.
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Assume x, = 3.000
Xpeq | 3.333 4.037 5.766 11.415 43.769 638.898 5.3714 x 1037

There is no root. It seems to diverge.

2. The equation may also be written as

¥2-3x+1=0 +x
1

X=3x+-—=0
X

Xnyy =3 — x'_ = g2(Xn)
by 4

Assume x, = 1.000
2.000 2.500 2.600 2,615 2.618 2.618

The 2™ positive root is 2. 618 because |xs — x,] = 0.

T
eI

Assume x, = 2.000 Assume x, = 3.000
Xniq| 2500 2600 2615 2618 2.618 Xne1| 2.667 2.625 2619 2618 2.618

The solution is also the 2™ positive root 2. 618 with [x, —x3] = 0.

y 4 y = g1{x) y=x

3.0

20 F

10 | /

= Xp =1 Xo =2 Xo =3

0.0 . — : s y — - X
0.0 1.0 2.0 3.0

Graphical Depiction of x,,4; = g1(x,)
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Y &
30
20
1.0 ¢
X, = 1 Xo = 2 ko=
0.0 : & . b ; &—>p X
0.0 1.0 2.0 3.0
Graphical Depiction of x, ., = g,{(x) E?g.mce&celw
Example 3.15
Find the positive and negative roots of the equation f(x) = x3 — 3x%2 — 4x + 4 using x = g(x) Method. (Correct
to 4D).
Solution
f)=x3-3x2~4x+4=0 or 3x*=x3—-4x +4
then

x3—4x 4+ 4
g1,2(x) =i\} =

For positive root

x3 —4x + 4
gi(x) =+ 3

For negative root

x3—4x+4
gz(x)=—‘/ 3
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Let xo0 = 0.0000
For both +ve and - ve roots

The positive and negative roots are 0.7108 and —1.4893 because |%541 — Xa| = 0.0000for n =17 and 7

For +ve root, 7,(x)

n Xn41 _ f(xnd;l)
0 1,1547 —3.0792
1 0.554 1.0332
2 0.807 —0.6565
3 0.6576 0.3564
4 0.7425 —0.2145
5 0.6927 0.1223
6 0.7215 —0.0721
7 0.7047 0.0417
15 0.7107 0.0006
16  0.7109 —~0.0003
17 07108 .  0.0002
18 07108 .. —0.0001

[sespectively. Ans.

For -ve root, g,(x)

n Ln+i f(xns1)
0 —1.1547 3.0792
1 —1.5361 -0.5595
2 —1.4742 0.1733
3 —1.4937 —0.0507
4 —1.488 0.0151
5 —1.4897 —0.0045
6 —1.4892 0.0013
7 —1.4893 —0.0004
8 —1.4893 0.0001

Convergence
{Negative Root) 20 |

y = g1(x)

1.0 2.0 30 -3.0

Convergence
(Positive Root)

I X

4.0 2.0

The original function

f(x)

The roots
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SUMMARY OF SOLUTION OF NONLINEAR EQUATIONS

Method Formula Description

Bracketing Method within an interval {a, b]

A simple method for obtaining an estimate of the
root of the equation f(x) = 0 is to make a plot of
1. Graphical Method = the function and observe where it crosses the x axis.
This point, which represents the x value for which
f(x) =0, provides a rough approximation of the

root.
Closed Method within an interval [a, b]
s Xy, + Xp This simple {but slowly convergent method) is based
2. Bisection Method Xgq = P ( i & ) .
2 | on the intermediate value theorem for continuous
functions.
£x) Open Method within an initial guess x,
3. Newton's Method Xn41 = Xpn — f'(xn) This method is commonly used because of its
Fr( )'#: 5 n simplicity and great speed. !t depends on the
7 Xn function and its derivative.

Closed Method within an interval [a, b]

4. False-Position Method | x. = x, f(xg) —xg f(xL) | In this method one can approximate the curve of
‘ ¢ f(xg) — f(x) f(x} by a chord between a and b {(ie., linear

interpolation).
Open Method within an initial guess x,

5.x = g(x) Method Xpnet1 = g(xn) In this method one can transform the eguation
[ (x) = 0 algebraically into the form x = g(x).

Termination Criteria
i If [ x3H - xR < ¢ (e > 0, specified tolerance)
i fif(xm)l < {(a > 0, specified tolerance)

iii. After N steps (N, fixed)
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HOME WORKS: SOLUTION OF NONLINEAR EQUATIONS

The Graphical Method

HW3.1

Determine the root(s) of f(x) = e® — 3x* graphicalily by using MATLAB with 2D accuracy.
| Answer: x; ;3 = —9.46, 0.91 and 3.73

H.W 3.2
Determine the root(s) of f(x) = =2 4+ 6.2x — 0.4x% + 0.7x3 graphically by using MATLAB with 2D accuracy.

Answer: x = 0.33

HW3.3

1-0.61x

= graphically by using MATLAB with 2D accuracy.

Determine the root(s} of f(x) =

Answer: x = 1.64

HW34
Determine the root(s) of —x? sinx = 4.1, [—15, 15] graphically by using MATLAB with 2D accuracy.
Answer: x,_, = —12.59,-9.38,—6.39,3.49,6.18,9.47 and 12.54

HW3.5
Determine the root(s) e ™* cos x — 2x = 0 [—5, 1] graphically by using MATLAB with 2D accuracy.
Answer: x;_; = —4.62,—2.11 and 0.34

H.W 3.6

Determine the root(s) sin™'(x + 2x2%) = cos x graphically by using MATLAB with 20 accuracy.
Answer: X, , = —0.86 and 0.43

Hint: Plot with Ax = 0.01 and use data cursor Sito trace the curve (see the figure below)

X 1972 !|
Y n01 |
B

1

y ! 4
BTN - e oeen
 Dimpley Sivie : F*  Soap bo Nearest Oats wtes

' £ [ :
fv | '

Oelats Currevt Datatip Deleie
Duiet¢ Al Datatips

I'{ 1
Bt omswodmae. | Y 1
£ Text Undate Pution. . : RN
Sedect Taxt Updata Function... b Y
’ z‘. LR T '.1 3

—

i~ LS e T .

o

30



Numerical Analysis Almustsfs University College

Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

The Bisection Method

HW 3.7

The velocity of a falling parachutist is given by

p=92[1 - g~lrm)
C

. where g = 9,81 for a parachutist with a drag coeificient ¢ equals 13.5 kg/s, compute the mass m so that the
velocity is v =36 m/s at t = 6 sec. Use the Bisection Method to determine m with two decimals accuracy

(@max = 0.06). (Hint: Assume reasonable mass interval and reasonable accuracy).

Answer:m =75 kg

H.W3.8
Find the maximum point of the function
f(x) = sin® x . e?%*. tan(1 — x)
on the interval [0,1] by using the Bisection Method. (Note: Correct to 3D)
Answer: x = 0,959,y = 2.637 x 10%

HW39
Find the intersection points between the functions
y: =sinx and y, =cosx e*
within the intervat [—8, —4] by using the Bisection Method. (Note: Correct to 6D and N .=10)
Answer: (X1 3,¥1,) = (—4.720703,1.) and (~7.853516,~1.)

Newton’s Method

H.W 3.10
Find the roots of the function
x% = 2% cos(0.5x)
within the interval from x = —4 to x = 10 by using Newton’s Method. (Correct to 6D).
Answer: X, 23 = —0.745365, 1.425562 and 9.656393

H.W 3.11

Find all max/min points of the function

sin x

— COS5 X

fl) ==
on the interval [0,10] by using the Newton’s Method. (Note: Correct to 6D)
Answer: (x1'2’3,y1_2,3) = (2.743707,1.063104), (6.116764, ~1.013266) and (9.316616,1.005743)
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HW 3.12
Use Newton’s Method to find t if Answer: t = 0.51773
sint+ 2t = 3cos 4t

assume t, = 5.0 (starting point) and correct to 5D.

The False-Position Method

HW 3.13

For the following relationship between z and y:

_Llay+yc—y®

1 — 3
1=y | Answer: y =1.9240
What is the value of y if z = 0.8927? Use the False-Position Method to solve for y.

{Note: the value of y is between 0 and 3, correct to 4D and use €max = 0.08).

HW3.14

Find the positive root of the ecuation
HW 3.17

Find the solution of the function
2% =332 -2
by using x = g(x) Method with four decimals accuracy. (Use x, = 0).

HY w318

Answer: x, , = —0.9182 and 1.1960

Det Find the roots of the function

= w3 g G
ik Fw) =w+e B _ Answer: w; = (0.2740 and w, = 1.7008 53
by using x = g(x) Method with four decimal places.

x = g(x) Method

H.W 3.16
Find the roots of the equation
f(x) =e*—3x°
by using x = g(x) Method with six decimals accuracy. {Use x, = 1).
Answer: x, ;3 = —0.458962, 0.910008 and 3.733079

HW 3.17
Find the solution of the function
2*¥ = 3x2 -2

i Answer: x, ; = ~0.9182 and 1.19
by using x = g(x) Method with four decimals accuracy. {Use x, = 0). e il

HW 3.18
Find the roots of the function

fW)=w3+e W - 3w

_ Answer: w; = 0.2740 and w, = 1.7008
by using x = g(x) Method with four decimal places.

32



Numerical Analysis Almustsfs University College

Chapter 2
SOLUTION OF NONLINEAR EQUATIONS

Case Study 3.8 (Theory of Structures)

Figure 3.8 shows a uniformly beam subjected to a linearly increasing distributed load. The equation for the
resulting elastic curve is

(—x% + 2L%x3 — L¥x)

Y = 120EIL

Deterrmine the point of maximum deflection (that is, the value of x where dy/dx = 0). Then determine the value
of maximum deflection. Use L = 180 in, E = 29 X 10° lb/in%,1 =723 in* and w = 12 kips/ft. Express your.

results in inches.

Note: Use an appropriate method and significant accuracy.

yl

Figure 3.8

Case Study 3.9 (Ocean Engineering)
in ocean engineering, the equation for a reflected standing wave in a harbor is given by
h=h, [sin (—Z-E) cos (ertv) + e"‘]
A A
Solve for x if h = 0.5h,, A = 20,t = 10 and v = 50.

Note: Use an appropriate method and significant accuracy.

Case Study 3.10 (Strength of Materials)

The secant formuta defines the force per unit area , P/A. That causes a maximum stress oy, in a column of given

slenderness ratio L, /7
Im
T1+ (ec/r? )sec [1/2(/P/EA)(Le/7)]
If E =29 % 103 ksi,ec/r® = 0.2 and o, = 36 ksi. Compute P/A for L,/r = 100 (Hint: Recall that secx =

1/ cos x).

P
A

Note: Use an appropriate method and significant accuracy.
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A system of n linear equations {or a set of n simultaneous linear equations) in n unknowns X1,X7, ..., X i5 @ set of

. equations cf the form
Ay Xy + Xy + -+ ApXxy, = by

azlxl + azzxz - il + aznxn - bz

An1Xy + ApaXo + -+ QupXy = bn

Where the coefficients a;; and b; are given numbers. If all the b; are zeros, the system is homogenous, otherwise,

the system is nonhomogenous.

The above system can be written in matrix form as:

(@17 Q12 o Ap] X% by
Ay Qzz = Qui)X2| _ )by o Ax = b
Any Qnz 7 Appl \ Xy bn

where A the coefficients matrix, x is the unknowns vector and b is the right side vector.

The solution of the above system is
A"'lAx=A"b=>Ix=A"'b
x =A"1b

in which A~1 is the inverse of A and I is an identity matrix.

1. The Graphical Method

A graphical method is obtained for two equations by plotting them on Cartesian coordinates with one axis
corresponding to x; and other to x,. The equations obtained are straight lines because we are dealing with linear

systems. The general matrix form of two linear equations is
[‘111 12 {xl] _ {b1}
A1 Azl X b,

Both equations can be solve for x, as

Q54 Cq
e (E)n
all ay-
25 €2
o= () + 2
a22 Qy5
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Thus, the equations are now in the form of straight lines; that is
x, = (slope)x, + intercept

These lines can be graphed on Cartesian coordinates with x, as the ordinate and X, as the abscissa. The values of
x,; and x, at the intersection of the lines represents the solution.

For three simultaneous eguations, each cquation would be represented by a plane in three-dimensional
coordinate system. The point where the planes intersect would represent the solution.

Example 4.1

Use the graphical method to solve the system

3x, + 2x, = 18
—xq+2x, =2
Solution
X =—{=]X1+
2 1
1
xz = | = xl + 1
2
M e G Bely Gy e ol [ - = ) -_-“‘""-
G a BARASCL-D 08 2 DOAS D Ed G
O o ottt by, i sdaabs kit 1 3} e ; L : T

we can solve by Excel
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It is worthwhile to mention that some systems are said to be ill-conditioned, that is, it is difficult to identify the
exact point at which the lines intersect. Ill-conditioned systems will also pose probiems when they are
encountered during the numerical solution of linear equations. This is due to the fact that they will be extremely
sensitive to round-off error. The below figures show graphical depiction of singular and ill-conditioned systems.

> . gl 41

No Solution . :
Infinite Solution

- X,

HI-Concitioned System where the slopes are so close that the point of
intersection is difficult to detect visually
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2. Gaussian Elimination Method (Matrix Inversion Method or Direct Method)

- The tollowing algebraic approach to element unknowns by combining equations will be useful to iflustrate
Gaussian Elimination Method.

For the following set of four linear equations,

2w+ x+2y+ z=6b (1)
ow ~6x + 6v + 12z = 36 - (2)
4w +3x+ 3y — 3z=-1 -+ (3)
2Zw+2x— y+ z=10 - (4)

the basic strategy is reduce the set of equations from 4 X 4 to 1 x 1. This will be done by eliminating the
unknowns w, x and y in the following three steps.

First Step {Eliminate the unknown w)

6 a
Eq.(5) = Eq.(2) - gy, % Eq.(1) QG =5=-=
a1
4 a3
Eq.(6) = Eq.(3) — g2 X Eq.(1) Gig S
a;
2 Qg
Eq.(7) = Eq.(4) — q13 X Eq.(1) Gy S e
aq,
the equations will be reduced from 4 X 4 to 3 x 3 as follows:
—~9x 49z = 18 | s (5)
X—y—5z=-13 -+ (6)
x—3y =4 % ()
Second Step (Eliminate the unknown x)
1  aj;
Eq.(8) = Eq.(6) — g,, X Eq.(5) G =_§=_._
azz
1 ag
£Eq.(9) = Eq.(7) - d22 X £q.(5) 22 = — ) R
d22

the equations will be reduced from 3 X 3 to 2 x 2 as follows:
-y —4z=-11 -+ (B)
-3y+ z=6 -+ {9)
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Third Step (Eliminate the unknown y)

Eq.(10) = Eq.(5) — gz, X Eq.(8)

31 =

3
1

the equations will be reduced from 2 x 2to 1 x 1 as follows:

Almustsfs University College

__ Q32

——
——

as;

13z = 39 - (10)
Final Step (Back-Substitution)
From Eqg. {(10); 13z = 39 = z=3
FromEq. (8) - —y —4(3) = —-11 = y=-1
From Eq. (5) : -9x + 9(3) = 18 = x=1
FromEq. (1) : 2w+ (1) +2(-1)+(3) =6 = w=2

To visualize the above mathematical manipulation, rewrite Egs. {1) to (4} into the following matrix form

2 1 2 17 Wy ¢ 6 Y
6 -6 6 12]|{x 36

{ f: { >
4 3 3 =3t1Y )
2 2 -1 141%\z/) A0/

also, one can rewrite Eqs. (1), {5), (8) and (10) into the following matrix form

™Y 6

X 18
< f = { }

Lower Triangle —41 1Y —11
\3, k.ZJ \ 39 J

\ Major Diagonal

Therefore, the eliminating strategy in matrix-sense can be done by zeroing the coefficients in lower major triangle

(the triangle under the major diagonal).
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Algorithm: Gaussian Elimination Method

1. GivenaAx =b, A = [a;;] ann X n matrixand b = {b;} an n vector.

Z. (Forkz L ==, B — 1,:00;

If aj, = 0forallj > k then Stop. “No Unique Solution”
3. Else exchange the contents of rows j and k of A with j the smallest j > k such that |ajk| s
maximum in column k.
4, r Forj=k+1,--,n, do;
a,
K
qix = a—“*rbj =0 — Qi X by
kk
~Forp =1, n, do:
Gip = Gjp = Gk Qyp
. End
v End
\ End

5. Ifay, = 0then Stop. “No Unigue Solution”

Else, continue with Back-Substitution

_ Qnn+s
61. x“ p—

Qyn

7. Fori=n-1,--1,do:

il

1
Xi =1 Qin+1 — E ijxy
Qj

J=i+1

\ End

Qutput x

Exampie 4.2

Solve the system
3%y — 6xy + 7x3 = 3
9x, — S5x3 =3
Sx; — Bx, + 6x3 = —4

by using Gaussian Elimination Method. (Correct to 30D and check for accuracyl.

Solution

Rearrange the system

40



Numerical Analysis | Almustsfs University College

Chapter 3

SYSTEMS OF LINEAR EQUATIONS

9x, — 5x3 =3 (1)
5x; —8xy + 6x7 = —4 - (2)
3xy = 6xp + 7xq = 3 -~ (3)
Rewrite the system into matrix form | a- 0"0 1
X3 b P - Lb
—5 3
_ b
: 3
O B ED 5 —5.667
5 6.250 -
3 —6 7 3
Back-Substitution
_ 6.250 = 5060
YT TR

1
Xz = — [~5.667 — (8.778 x 3.000)] = 4.000

1
% =5 (3 = (0 X 4000~ 5 x 3.000)] = 2.000

Then
X3 2
X2 p =144 ¢ Ans.
X3 3

Check for accuracy

Sub. into Eq. {1}: 9(2) — 5(3) = 3.000 O.K.

Sub. into £q. (2}: 5(2) — 8(4) + 6(3) = —4.000 O.K.
Sub. into Eq. {3): 3(2) — 6(4) + 7(3) = 3.000 O.K.

Example 4.3

Solve the system
5.8y +0.62z + 2.28w = 22.58

3.25x + 135y + 2.5z+0.75w =.16.45
~3x + 225y —3.25z+ Bw =12375
422y + 6.65z + 2.5w = 38.39

by using Gaussian Elimination Method. (Correct to 3D and check for accuracy).

41



Numerical Analysis Almustsfs University College

Chapter 3

SYSTEMS OF LINEAR EQUATIONS

Solution

Rearrange the system

3.25x+ 135y + 25z+4+ 075w = 1645 (1)
5.8y + 0.627z + 2.28w = 22.58 s (2

422y + 6.652 + 2.5w = 38.39 - (3)

--3x + 2.25y - 3.25z+ 8w = 23.75 -+ {(4)

Rewrite the system into matrix form

X y z w b X y z w b

1.35 2.5 0.7571 16.457 340 1.35 2.5 0.75 1 16.45 1

2.28 | 22.58 2.28 | 22.58

0.62

0 25 | 38.39 M99 0.841!21.961
-3 \5 23.75. 497129987
LN
X ¥ z wo b =

r3:.25 135 2.5 0.75) 16.45 1

0 5.8 0.62 228 22.58

 m ™ m m e e R e A A A ke m bt - mA LA sEEmEEmEs=s ==

-----------------------------------------------------

------------------------------------------------------

0.000 —-1316 7.348 25?&255

D000 3396 —0342 8.692{38935!

o s AN mE A R L EE E E N 4L - L4 L EEE SN E L L EEEEFEESEERS&LESS®R& &2 - —&— [

Back-Substitution

29.987

=297 - H000

w

1
2= —==[21961 - (0841 x 4)] = 3.000
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1 - g
y = g5 (2258 (0.62x 3 +2.28 x 4)] = 2.000

1
X =-———[1645 - (1.35% 2 + 2.5 x 3 + 0.75 x 4)] = 1.000

3.25
Then
(l’\ 1y
y 2
{ =< Ans.
z 3
L-WJ \4 /

Check for accuracy

Sub. into £g. (1): 3.25(1) + 1.35(2) + 2.5(3) + 0.75(4) = 16.450 O.K.
Sub. into Eq. (2): 5.8(2) + 0.65(3) + 2.28(4) = 22.580 0.K.

Sub. into £q. (3): 4.22(2) + 6.65(3) + 2.5(4) = 38.390 O.K.

Sub. into Eq. (4): —3(1) + 2.25(2) — 3.25(3) + 8(4) = 23.750 O.K.

Example 4.4
Solve the system
2% 4+ x, = 0
bx; + x; — 6x3—5x, =6
2x1 + 2x5 + 3x3 + 2x4 = —2
4x; — 3x; + Xq = —7

by using Gaussian Elimination Method. {Correct to 30 and check for accuracy).

Solution

Rearrange the system

6x;+ x;— 6x3—5x, =6 - (1)
4x1—3x2+ Xa — s '(2)
2xy + 2x, + 3x3 + 2x, = —2 - (3)

2x, + x4 =0 e (4)
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Rewrite the system into matrix form

b b
6 6.000
- —11.000
9 ~9.000
0 —3.120 -
X1
6
LR . T L.
Back-Substitution
_ 3120
=560
1
= — {9 - (-2 %X 5.636)| =0.333
X3 6_818[ ( )]
: |
= ~11—1(0333x4+4333x—-2]=1.000
X2 = Tyeey | ( :

1
24 :?[6-(1>:—5-—6><0.333-5><—2)] = —(.500
¥

Then

X1y —0.500

Xy 1.000

{ y = 4 » Ans
X3 0.333

s/ \2.000/
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Check for accuracy

Sub. into Eq. (1): 6x; + x; — 6x3 — 5x, = 6.002

Sub. into Eq. (2): 4x, — 3x, + x4 = —7.0G0

Sub. into Eq. (3) 2x; + 2x; + 3x3 + 2x, = —2.001

Sub. into Eq. (4): 2x, +x, =0

Then the maximum absolute erroris € = [6.002 — 6.000| = 0.002

Alsa, the maximum relative error will be

_Q00z 0.033%
r = %000 07

The foliowing figure shows the path of zeroing the elements under the major diagonal.

xl xz J.’3 l’4 b
1 —6 -5y 6

0 1 —7

2 2 | -2
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3. Solution by lterations {Indirect Method or Iterative Method)

One can rewrite the system

a1 X, + {112.‘{': o aluxu = bl

. alel + U7\~ o e g QZHI,, — bj

i

into summation form as follows

s

a;jx; =b;, where i=1,2-,n

{
[y

/

and also the above summation can be written as

1
X1 =f(x2*x3"”!xn) = b]_ - 5 @17 Xi |,
a:y A
| J=1 =1 ]
1| =
X2 = f(xlfxfi"”-xn) = — by ~ Z Az Xj
¢z i J=1j=2 ]

1
Xn = f(x1=x3!"'=x'1—1) = e By — Z Any Xj

aﬂﬂ.

>0 one can recall x = g(x) Method to find x;, x5, ..., X, by guessing starting points for x?, x2, -+, x2 and trving
to find out the new or mocified values of x]'™,xJeW, ..., xnew

' 1 ; and by repeating this procedure, one can
determine the solution of any system.

. Jacobi Method

e farmula of this method is as follows
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Algorithm: Jacobi Method
1. GivenaAx =b, A = [a;;] ann X n matrixand b = {b;} an n vector.

2. Exchange the contents of rows so that the diagonal elements (a;;) have magnitudes as large as possible
relative to the magnitude of other coefficients in the same column (ja;;| > |aijl, t # j, for each column).

3. fa; =0,i=1,2,---,nthen Stop. “No Unique Solution”

4. Choose starting pointsx,i = 1,2, ,n.

5. / Fork = 1,-2. 3,---,untfl terminatibn do:

‘1
1 n
k + .
X; 1= bf_—Zaﬁx‘-"}, {=1,2,-,n
Ay =
i=f J

Check for termination:

k+1 k
xf - Xi

K
X

< €07 |xftt —x¥| <€

\ End
Output X

Example 4.5
Solve the system
2x; + x; +9x3 =12
8x; + x— x3=8
X1 —7x3 + 2x3 = -4
by using Jacobi Method with xf = x§ = x§ = 0.0000. (Correct to 4D and check for accuracy).

Solution ”
Rearrange the system
Bx;+ x;— x3=8 sal] )
%y — 7%, + 2X3 = —4 w{2)
2%y + X3 +9x3 = 12 --(3)

by using Jacobi’s formula the above system can be written as

x4 = 28— (xk — xb)]
24 = — 2[4~ (xk + 208)

1
3t =g l12 = @xf +x3)]
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£ If”‘ x.f“ 'x.:f“

0 1.0000 0.5714 1.3333
1 1.0952 1.0952 1.0476
2 0.9940 1.0272 0.9683
3 0.9926 0.9901 0.9983
4 1.0010 0.9985 1.0027
5 1.0005 1.0009 0.9999
6 0.9999 1.0001 0.9998
7 1.0000 0.9999 1.0000
8 1.0000 1:0000 1.0000
9 1.0000 1.0000 1.0000

The solution is x; = x, = x3 = 1.000 because |x? — x?| = 0,i = 1,2, 3 Ans.

Check for accuracy

Sub.intoEq. {1): 8x; + x; — x5 = 8.0000 O.K.
Sub.into Eq. (2): x; — 7x; + 2x3 = —4.0000 0.K.
Sub.into EqG. (3): 2x; + x5 + 9x; = 12.0000 0.K.

Example 4.6
Solve the system
Sx-2y+ z=4
xX+4y—2z=3
x+2y+4z=17
by using Jacobi Method with x? = y° = z° = 4.0000. (Correct to 4D and check for accuracy).

Solution

The is already arranged, so

Sx ~-2y+ z=4 (1)
x+4y—2z=3 - (2)
X+2y+4z=17 - (3)

by using Jacobi’s formula the above system can be written as

1
AL §[4 - (-2y* + z%)]

1
ylc+1 s 2[3 _ (xk — zzk)]
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1
zk+1 23[17_(1.1(_*_2};1{)]

k xk+1' yk+1 = Zk+1
0 1.6000 1.7500 1.2500
1 1.2500 0.9750 2.9750
2 0.5950 1.9250 3.4500
21 1.0000 2.0000 .3.0000
22 1.0000 2.0000 3.0000

The solution is x = 1.0000,y = 2.0000 and z = 3.000 because |x?2 — x21| = |y?2 — y21| = |722 z? =0

© Ans,
Check for accuracy
Sub.into Eq. (1): 5x - 2y + z = 4.0000 0O.K.
Sub. into Eq. (2): x+ 4y — 2z = 3.0000 O.K.
Sub.into Eq. (3): x+ 2y + 4z = 17.0000 O.K.

49



Numerical Analysis Almustsfs University College

- Chapter 3

SYSTEMS OF LINEAR EQUATIONS

li. Gauss-Seidel Method

The Jacobi’s formula can be modified by using the improved results in the same iteration step, this improvement
can be written in summation notation as

n

t—1
1 .
Qi L L
j=1 j=i+1

Algorithm: Gauss-Seidel Method
1. GivenaAx=bh,A = [g;;]ann xnmatrixandb = {b;} an n vector.

2. Exchange the contents of rows so that the diagonal elements (a;;} have magnitudes as large as possible
relative to the magnitude of other coefficients in the same column {|a;;| > |aij‘,i # J, for each column).

3. fg; =0,i=1,2,--+,nthenStop. “No Unique Solution”

4. Choose starting points x7,i = 1,2,---, 1.

B / Fork = 1,2,3,---,until terminativn do:

1 -1 n
e 2l N kY gkl i=1,2,000m
L (L:: t tf g Lf
t j=1 j=i+1

Check for termination:

e kel Lk
" < E,0T X, —X | =€
X
\ End
Cutput X
Example 4.7

Solve the system of Example 4.5
2x; + x5+ 9x5 =12
8x,+ x,— x3=8
X, —7x; + 2x3 = —4

by using Gauss-Seidel Method with x{ = x§ = x§ = 0.0000. {Correct to 4D and check for accuracy).
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Solution

Rearrange the system

8x;+ x;— x3=8 -+ (1)
Jfl T 7)-':'2 + ZX3 = —4 R (2)
2x1 + xp; +9x3 = 12 -+ (3)

by using Jacobi’s formula the above system can be written as

1
=28 = (xf - x3)]

1
gtk ——-5[-4 — (k¥ 4 2x§)]

1 :
x Xl = 6[12 — (2xKHt 4 xFh]

k x:{c-lrl x:{:+1 x{(+1

0 1.0000 0.7143 1.0317
1 1.0397 1.0147 0.9895
2 0.9969 0.9966 1.0011
3 1.0006 1.0004 0.9998
4 0.9999 0.9999 1.0000
5 . 1.0000 1.0000 1.0000
6 1.0000 1.0000 1.0000

The solution is x; = x, = x3 = 1.000 because |J|::fI = x?| =0,i=1,2,3 Ans.
Check for accuracy v

Sub. into Eq. (1): 8x; + Xz — x3 = 8.0000. O.K.

Sub. into Eq. {2): xy - 7%, +2x3 = ~4.0000 O.K.

Sub. into Eq. {3): 2x; + X, + 9x3 = 12.0000 0.K.

51



Numerical Analysis Almustsfs University College

Chapter 3

SYSTEMS OF LINEAR EQUATIONS

Example 4.8
Solve the system of Example 4.6
S5x —2y+4+ z=4
x+4y—-22=3
x+2y+4z=17
by using Gauss-5eidel Method with x? = y¢ = z% = 4.0C00. (Correct to 4D and check for accuracy).

Solution

The is already arranged, so

Sx—2v+ z=4 1)
x+4y—2z=73 - (2)
xX+2y+4z=17 -+ (3)

by using Jacobi’s formula the above system can be written as

1
xK* =4 — (=2y% + 2z%)]

5
k+1 __ 1 k+1 K
yer =y [3 — (x** —22%)]
1
ZR+1 = 3[17 _ (xk+1 + zyk+1)]
,{ x‘f"‘l yk'l']. zk+1
0 1.6000 2.3500 2.6750
1 1.2050 1.7863 3.0556
2 0.6634 2.520 2.9982
9 1.0000 2.0000 3.0000
10 1.0000 2.0000 3.0000

The solution is x = 1.0000,y = 2.0000 and z = 3.000 because |x*® — x°| = |y1° — ¥°1 = {210 - 2% = 0 Ans.

Check for accuracy

Sub.into Eq. (1): 5x — 2y + z = 4.0000 O.K.

Sub.into Eq. (2): x + 4y — 2z = 3.0000 O.K.

Sub.into Eq. (3): x + 2y + 4z = 17.0000 O.K.

52



Numerical Analysis Almustsfs University College

- Chapter 3

SYSTEMS OF LINEAR EQUATIONS

SUMMARY: SOLUTION OF LINEAR SYSTEMS

Method i Formulas and Procedure
1. Graphical Method 1
| 1. Rearrange the System
2. Perform Elimination Process
Forj=k+1,--,n,do:
=%k o
Ak = 5 B = bj — que X by
forp=1,-,n,do:
Up = Ajp ~ Gk AUep
End
2. Gaussian Elimination Method End
3. Start with Back-Substitution
Y. = Apnt
L Unn
Fori=n-—1,--,1, do:
1
Xi = E;(ai'n+1 - ?=i+1 aijxj)
End
4. Check fcr accuracy of the results
1. Rearrange the System
2. Perform the ifteration until termination
: 3 _
3. Jacobi Method Xkt = ;{bi - Z?=1ﬂfj fo"}, i=1,2--.7m
i iej
3. Check for accuracy of the results
1. Rearrange the System
2. Perform the iteration until termination
4. Gauss-Seidel Method kel 1y i1, k41 kKl ;-
Gauss-Se e Xt = — {b; - Ziz1 0 X} Yileiniax), i=1,2,-,n
3. Check for accuracy of the results
1. Solve the system
5. inv MATLAB d s o
.inv comman
2. Check the accuracy of the results
A*x-Db
Termination Criteria
k+1_ _k

] £

k
X,

< €. {€ > 0and ¢, > 0, specified tolerarces)

i Hxf*T—xf <eor

% 1 After N steps {V, fixed)
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HOME WORKS: SOLUTION OF LINEAR SYSTEMS

GAUSSIAN ELIMINATION METHOD

Hw4a1l

Solve the system
x, +3x3 +2x3 =5
2x, + 4x;, —6x3 = —4
X, +5x; +3x3 =10

by using Gaussian Elimination Method. (Correct to 40 and check for accuracy).

Answer: x; = —3,x, = 2and x3 = 1

H.W4.2
Solve the system
x+S5y—5z—3w=18
2x +4y— 4z = 12
x+4y—2z+2w =10
2x+3y+z +3w=28
by using Gaussian Elimination Method. (Correct to 40 and check for accuracy).
Answer: x = 0.6667(2/3),y = 3.3333 (10/3),z = 0.6667 (2/3)and w = —1.3333(—4/3)

HWa4.3
Solve the system
x+4y+7z+ 2w =10
4x + 8y + 4z = 8
x + 3y — 2w = 10
x+5y+4z—-3w=-4
by using Gaussian Elimination Method. {Correct to 40 and check for accuracy).

Answer: x = =39,y =27,z = —13 and w = 16
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THE JACOBI METHOD

HW 4.4

Solve the system
x+4y+ 7z =10
4x+8y+42=8

10x + 3y —-2z=10

by using Jacobi Method with x© = ¥° = 2° = 0.0000. (Correct to 4D and check for accuracy).
Answer (Approximate): x = 1.4359,y = —0.4615and z = 1.4872

Answer (Closed-Form): x = 56/39,y = —6/13 and z = 58/39

HW 4.5

Solve the system

2x + 8y~ z=11
X—y+z=10
—X+y+4z=3

by using Jacobi Method with x© = y? = 2% = 0.0000. (Correct to 4D and check for accuracy).

Answer:x =2, y=1landz =1

H.W 4.6

Solve the system
X—3y—~ z=-8
dx+y—-z=13
X~y --6z = =2

by using Jacobi Method with x° = y® = z% = 5.0000. (Correct to 4D and check for accuracy).

Answer:x = 3,y =2andz = 1
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GAUSS-SEIDEL METHOD

HW 4.7
Solve the system
25x+81ly— 22=115
2x + 45y —21z=36

10x +26y+42z=17.4

by using Gauss-Seidel Method with x® = 10000, y° = 20000 and z° = 3.0000. {Correct to 40 and check for
accuracy).

Answer: x = 13941,y = 1.0347 and z = 0.1831

H.W 4.8
Solve the system of Example 4.6
150x — 2y + 4z = 300
3x + 800y — 2z = 150

—2x 4+ 2y + 400z = 40

by using Gauss-Seidel Method with x® = —5.0000, y? = 10.0000 and z° = 0.0000. (Correct to 40 and check
for accuracy).

Answer: x = 1.9995,y = 0.1803 and z = 0.1091

H.W 4.9
Solve the system of Example 4.6
dx — 2y — z =40
x -6y + 2z =-28
x—2y+ 12z =-86
by using Gauss-Seidel Method with x® = y° = z°% = 3.0000. {Correct to 40 and check for accuracy).
Answer {Approximate): x = 10.1094 .,y = 3.8984 and z = —7.3594

Answer {Closed-Form): x = 647 /64,y = 499/128 and z = —471/64
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SOLUTION OF LINEAR SYSTEMS: APPLICATIONS IN CIVIL ENGINEERING

(ANALYSIS OF STATICALLY DETERMINATE TRUSSES)

Case Study 4.1: {lllustrative Case Study)

figure 1 shows an example of three-member truss. The forces (F} represent either tension or compression on the
members of the truss. External reactions (H.V, and V3} are forces which characterize how the truss interacts
with the supporting surface. it is observed that the effect of the external loading of 1000 b is distributed among

the various members of the truss.

This type of structure can be described as ¢ system of coupled linear algebraic equations. Free-body force
diagrams are shown for each node in Figure 2. The sum of the forces in both horizontal and vertical directions

must be zero at each node, because the system is in equilibrium. Therefore,

1000 ib

Figure 1

For Node No, 1

Z FH =0 = _Fl cos 30° + F3 cos 60 + Fl,h

Z Fy = 0 = —F, sin 30° — Fy sin 60° + F, ,

for Node No. 2

ZFH :0=F2+F1CUS300+F2J1+H2

ZF}; == F1C05300+F2'U+V2

For Node No. 2

ZFH = 0= —F, - F;cos60° + F; ,

ZFp:0=F3$in600+F3,v+V3
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Where F; j, is the external horizontal force applied to node ( (where the positive force is from left to right) and F; ,
is the external vertical force applied to node ¢ (where the positive force is upward). Thus, in this case study , the

2000 16 downward force cn node 1 cerresponds to Fy ,, = —1000. Fer this case all other F;,, and F;;,’s are zero.
F1.:
| £ sz"
| Fy
N
H
i F - \3\ > L 2
2
Fl 4 Al _FF‘ZJ?
Fa |
V.
v, 2
Figure 2

r 0866 O —-05 0 0 O07¢HyYy ¢ 0O A
0.5 0 0866 0 0 0;{]|F: —1000
—0.866 -1 0 -1 0 0 <F3>:< 0 |
05 0 0 0 -1 0}]|H: 0
0 1 0.5 0 0 of(V: 0
S 0 —-0866 0 o0 -1\V;/J \ o

Sclve the above system to find the unknown vector (F;, £7,F3.H;, V5 and Vs ).
Answer: F1 = “‘500 lb,Fz — 4‘33”3, F3 = _“866 lb, Hz = 0. VZ = 250 lb and V3 = 750 lb

Case Study 4.2:

Determine the forces in members 1, 2 and 3, and the reactions at nodes 2 and 3. (Note: Perform the same
computation as in Case Study 4.1). 1000 Ib

Pe

S0°

1000 1b

Answer: F; = 866 1b,F, = 250 {b,F; = —5001b,H, = —-2000 (b, V, = —433 (b and V3 = 433 {b
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Case Study 4.3:

Determine the forces in members 1, 2 and 3, and the reactions at nodes 2 and 3. (Note: Perform the same
computation as in Case Study 4.1).

. 10001b

Answer: F; = —-866 b, sz —1250 b, F; = 500 b, H, = 2000 1b,V, = 433 b and V3 = —433 1b

)

Case Study 4.4:

Determine the forces in members 1, 2, 3, 4 and 5, and the reactions at nodes 1 and 3. {Note: Perform the same
computation as in Case Study 4.1} 750 N

‘1se Stud 4.5: 5
Carse Study p

De:termine the forces in members 1 to 7,
and the reactions at nodes 1 and 4.
(Note: Perform the same computation as
in Ca.se Study 4.1).
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